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a b s t r a c t

A temperature-based zonal model (BLOCK model), proposed by Togari et al. [21], is improved in this study
through determining a heat transfer factor between air layers. This factor has not been reasonably clarified
and theoretically determined. Such shortage has long limited the applications of the model to building
thermal environment and energy. In the present work, it is clarified to the combined laminar and turbulent
diffusion of energy in the airflows. A physical definition is presented based on the one-dimensional
thermal transport equation without advective and transient terms. Computational fluid dynamics (CFD) is
used to calculate the values of the factor at air interfaces specified and to verify the physical definition.
Calculated values are found to agree well with those assumed to reproduce the experimental data by
Togari et al. [21], and are able to represent the thermal gradients observed in the experiments. This study
intends to clarify and explain the nature of heat transfer factor between air layers in the BLOCK model and
to promote its real applications.

� 2009 Elsevier Masson SAS. All rights reserved.
1. Introduction

A zonal model is an intermediate approach between computational
fluid dynamics (CFD) and multi-zone (single-room) models. It gives
results faster than CFD and is more accurate than single-zone models.
Various numerical methods have been recognized to be able to predict
thermal environment at various levels of reliability and applications.
A multi-zone model is based on the assumption that indoor air vari-
ables are homogeneous in each building zone. Its uniform assumption
is a very poor approximation for the situation in a space with non-
uniform air variables. The CFD goes to the other way round too
complicated and time-consuming. Solving turbulence models requires
fast computers with large amount of memory, especially for the cases
where low-Reynolds-number thermally stratified flows are encoun-
tered in such spaces as atria and other spaces with stable thermal
gradient. Dynamic CFD simulations for the thermal responses of
buildings are very stiff and have been seldom tried in the literature
except for the work by Moser et al. [18] and Chen et al. [6]. The reason is
that room air has a characteristic time of a few or less seconds while
building envelope has a few hours [23]. It leads to stiff calculation
and huge time-consumption using a small time-step to account for the
room air characteristics. It is therefore presently impracticable to
).
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perform unsteady CFD simulations for dynamic building thermal
environment and energy. Comparatively, a zonal model exhibits more
applicable for it disregards the turbulence and momentum transport
and requires few computer resources for the calculation, because it is
based on the small number of zones divided in the room space and the
whole building envelopes, as the study by Griffith [10].

Allard and Inard [2] have extensively reviewed earlier zonal
models. Megri et al. [16] reviewed the evolution of the zonal models,
principally for single room analysis, used to design and control heating
and cooling in the built environment, with emphasis on the devel-
opment of models that designers and engineers can use to obtain
a more accurate evaluation of building energy flows. Megri and
Haghighat [15] reviewed the recent development and applications
of zonal models for indoor environment. Two types of zonal model,
the pressured-based and temperature-based, have been reported and
categorized in the literature. Much work has been limited to the
former, which applies the power-law equations to solve pressure field
for the predicting of indoor airflow. A systematic attempt to use the
zonal method with power-law equations to describe the airflow for
various configurations in two dimensions is described in Wurtz et al.
[22]; in that work convergence problems were encountered and the
results did not agree well with measurements. It has been shown that
this approach cannot correctly represent driving flows. Special laws
for the special flows such as a jet and plume were applied to improve
the convergence. However, the mass flow is modeled using pressure
drop under a constant discharge coefficient in a pressure-based zonal
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Fig. 1. Wall current model in the temperature-based zonal model.
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model, which was originally obtained from studies of flow through
open doorways and was usually taken as 0.8 or 0.83 [10]. Axely [5]
questioned such modeling formulation and showed that such coeffi-
cient introduces non-physical pressure drops. Song [20] found it failed
to predict the temperature gradient due to the fact that the pressure
difference based on a power law poorly represents the airflow driven
by thermal effects in atria, when she integrated a pressured-based
zonal model into the dynamic simulation tool DeST for a study of
dynamic simulation of thermal environment in atria. Jiru and
Haghighat [12] presented the discrepancies in applying the power law
in the pressured-based zonal model and investigated that power law
could not be improved by using the same discharge coefficient. They
estimated the value of discharge coefficient for each cell to improve
the prediction capability of the pressure-based zonal model. It should
also be pointed out that the power law uses a square root of pressure
drop and the large number of unknowns makes the solution numer-
ically challenging.

Togari et al. [21] presented a temperature-based zonal model
without the pressure drop and power law, i.e., the BLOCK model,
which uses correlations on the basis of vertical temperature gradient
in combination with special laws for jets and plumes. The temper-
ature-based zonal model has less unknowns than the pressure-
based one, and simpler in calculating. It is a good alternative to
the pressure-based one, especially when only the information of
temperatures are required. This model does not have to solve the
pressure field and give good prediction of indoor thermal environ-
ment in the cases when thermal gradient exists, but not necessarily
dominate. It is intended for evaluation of thermal environment
in atria and those small rooms with displacement ventilation,
under-floor air supply, stratification cooling and space heating with
convective heaters. It has been recently applied by Huang et al. [11],
Miura [17], and improved by Arai et al. [3] and Gao et al. [9].
However, there is also a tough problem with the BLOCK model, the
indetermination of a heat transfer factor defined between air layers
based on the temperature difference between layers. It was recog-
nized by Togari et al. [21] that values of this factor had great influence
on the prediction of indoor temperatures when some thermal
gradient is formed and air mass transfer is suppressed. Only two
empirical values, 2.3 W/m2 K and 116 W/m2 K, are suggested
for positive and negative gradient of indoor vertical temperatures,
respectively. In DOE-2 software, a similar empirical factor is set
to 14.8 W/m2 K [13]. Chow [7] used an empirical value of 10 W/m2 K
taken from the study by Achterbosch et al. [1] in his three-zone
temperature stratification model in an atrium space. Griffith [10]
indicated that the main problem with such a model is that it is
difficult to arrive at a general-purpose coefficient for the convective
heat transport terms at air layers as that widely applied for the wall
and floor solid surfaces. Theoretical interpretation of such a param-
eter has never been reported. Actually, this kind of zonal model could
be integrated into an unsteady-state one [3] and provide a promising
tool for building thermal environment and energy simulation. It is
therefore necessary to clarify the nature of heat transfer between air
layers.

This study focuses on this factor in the BLOCK model and intends
to give a reasonable definition for it. Numerical determination is
presented using the CFD model. Experimental data are used to
verify the present definition and validate the improved model.

2. A temperature-based zonal model – BLOCK model

For enclosures with overall or partial thermal gradient, a BLOCK
model, has been proposed by Togari et al. [21] to predict the vertical
temperature and thermal environment indoors. The building space
considered is horizontally divided into a finite number of zones, layers
or blocks, for each of which the temperature is assumed uniform.
Airflow along wall surfaces, airflow due to thermal plume and jet, and
air entrainment are modeled. Air mass and heat balances are estab-
lished for each vertically divided zone. Airflow along vertical walls
induced by the convective heat transfer and heat transfer between
adjacent air layers are considered as the main force producing the
pattern of thermal gradient in the space. Heat and air mass transfer
through the wall boundaries are modeled using a wall current model.
As described in Fig. 1, in this wall current model, heat convection
drives mass flow mout,i from layer i to its related boundary layer with
average temperature ta,i. Assuming a turbulent boundary layer (Refer
to Appendix A for the derivation of Eqs. (1) and (2)), we have

mout;i ¼ 4:00hc;iAw;i=cp (1)

ta;i ¼ 0:75ti þ 0:25sw;i (2)

where, hc is the convection coefficient, which can be determined by
various correlations from the experiments for building energy in
the literature [4], and it could also be decided by those empirical
coefficients widely used in the building energy programs; Aw is wall
surface area; sw is wall surface temperature, which can be derived by

sw;i ¼ qw=hc;i þ ti (3)

As described by Eq. (4), airflow from the boundary layer within
a lower layer i � 1 will combine the airflow from layer i to form
a total airflow, mT,i, whose average temperature is evaluated by Eq.
(5). Before this combined airflow enters the next layer i þ 1, some
part, caused by the relative temperature between the adjacent
layers, should be decomposed and flow back to layer i. Table 1
shows the judgment of this kind of backflow. Fig. 1 also shows such
composition and decomposition in the wall current model.

mT;i ¼ m
0

T;i�1 þmout;i (4)

tT;i ¼
m
0

T;i�1tT;i�1 þmout;ita;i

mT;i
(5)

Different jet and plume models can be integrated to evaluate the
effect of special flows on the indoor thermal gradient. Air mass
balance in layer i is represented by

mi �miþ1 þmin;i �mout;i �mP;i ¼ 0 (6)

where, mP,i is the entrained air mass by the plume (or jet) within layer
i, and is subtractive since it departs from layer i; mi and miþ1 denotes
air mass between adjacent layers through their interfacial boundary.
The flow direction is assumed upward, so mi is positive and miþ1 is
subtractive. Moreover, mout,i and min,i are airflow departing from and
back to layer i along the boundary layer, respectively. Therefore, they



Table 1
Judgment of backflow along vertical walls.

Conditions Mass flow

tT;i < ti min;i ¼ mT;i; m
0

T;i ¼ 0

ti � tT;i � tiþ1 min;i ¼
mT;iðtiþ1 � tT;iÞ

tiþ1 � ti
; m

0

T;i ¼ mT;i �min;i

tT;i > tiþ1 min;i ¼ 0; m
0

T;i ¼ mT;i
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Fig. 2. Linear relationship between the heat transfer factor and turbulent viscosity
ratio.
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are subtractive and positive in the mass balance, respectively. From
this modeling approach, airflow is driven by the heat convection at
wall surfaces and its composition/decomposition is judged by the
buoyancy effect. Air mass flow between layers, mi, is directly resolved
through Eq. (6) and is not calculated by the pressure difference based
on a power law. Heat balance in layer i is

w1cpmiðti�1�tiÞþw2cpð�miþ1Þðtiþ1�tiÞþcpmin;i
�
tT;i�ti

�
þcb;iAðtiþ1�tiÞþcb;i�1Aðti�1�tiÞ¼0

(7)

where, w1 ¼ 0 when mi < 0, and w1 ¼1 when mi � 0; w2 ¼ 1 when
miþ1 < 0, and w2 ¼ 0 when miþ1 � 0; cb is the heat transfer factor
between adjacent air layers. Here ti is the unknown to be finally
obtained from the heat balances.

Using Eqs. (6) and (7), the BLOCK model is to reproduce the
thermal gradient and airflow in the building space. However, the
nondeterminacy of cb remains as one problem.

3. Definition of the factor

A physical definition of the heat transfer factor is required before
some quantitative work could be used to calculate its values.
According to its role in the model, it is obviously not used to
represent the heat transfer produced by air mass exchange at the
interfaces because this transfer has been calculated through Eq. (7).
It exhibits the characteristics of heat transfer along wall surface as
the coefficient of heat convection. Just like the heat transfer at the
boundary layer, this factor first acts as the conductive heat transfer
through the air due to the fact that temperature changes mono-
tonically at each air interface. Local turbulence intensifies such heat
transfer through the turbulent conduction. Therefore, the heat
transfer concerned is subject to the combined laminar and turbu-
lent diffusion of energy, i.e., thermal effective diffusion. Effective
diffusion in the airflow is unrelated to the advective and transient
effect, and it can be represented by the right hand of the following
equation with the diffusion coefficient Geff

vrt
vs
þ vrUt

vX
¼ v

vX

�
Geff

vt
vX

�
(8)

where, U and X denote the velocity component and coordinate
directions, respectively. Geff is the effective diffusion coefficient,
Geff ¼ m/Pr þ mt/Prt ¼ l/cp þ mt/Prt. m and mt are the molecular and
turbulent viscosity, respectively. Pr and Prt are the molecular and
turbulent Prandtl number, respectively. l is the thermal conduc-
tivity of air. cp is the heat capacity of air. One-dimensional heat
transfer between adjacent air layers can be represented by the
effective conduction in the airflow as

qb

�
lþ cpmt

Prt

�
vt
vy

(9)

When a characteristic length l is introduced, the physical defi-
nition of cb, as a heat transfer factor, can simply be

cb ¼
qb

Dt
¼ l

l
þ cpmt

Prt l
(10)
This length is defined to be the depth of a local zone in the zonal
model (0.5 m as suggested by [9]). Heat transfer between air layers can
then be the effective thermal conductivity divided by the zone depth.
If we introduce the laminar viscosity as cb ¼ m½l=mlþ cpðmt=mÞ=Prt l�
and keep in mind that only cb and mt

/m are unknown (Here Prt is
generally 0.85), then value of cb keeps a linear relationship with the
turbulent viscosity ratio as Fig. 2. Thus, the value of 2.3 W/m2 K
corresponds to a low turbulent viscosity ratio of 53, which means
significantly attenuated turbulence for indoor airflows. At a moderate
level of turbulence, e.g., mt/m ¼ 470, this value may reach up to 20
W/m2 K, which represents somewhat intensive convection for indoor
airflows. It is also observed the heat transfer factor may be very
small for laminar or near-laminar flows (See the values of cb when
mt/m << 1 in Fig. 2).

Obviously, both hc and cb are convective coefficient. hc is defined
as the convective heat transfer at the wall surfaces, and cb is at air
interfaces. hc is affected by the attenuated turbulence near the wall.
cb represents the heat transfer between air layers with the turbu-
lence level at the air interfaces.
4. Verification and validation

4.1. Experimental setup

To verify the physical definition of cb and validate the improved
BLOCK model, experimental data by Togari et al. [21] using
a chamber 3 m � 3 m � 2.5 m (height) (see Fig. 3) are used. This
chamber was located in an airflow test laboratory. The test room was
made entirely of insulated boards, with the exception of one wall,
which was made of glass. An air supply outlet was mounted in the
wall opposite to the glass wall and 625 mm above the floor. A return
inlet was installed at the bottom of the same wall, 250 mm above the
floor. Interior air, and interior and exterior surface temperatures
were measured using Cu–Co thermocouples at 160 locations on the
symmetry and its perpendicular plane, as shown in Fig. 3. Heat flow
sensors covered with aluminum foil were also used to measure
heat flux on wall surfaces. Internal surface temperatures from the
experiments are applied as the boundary conditions (see Fig. 4).
The convective heat transfer coefficient hc was mainly determined
by the measured surface heat flux and surface temperatures through
hc ¼ q/Dt. It is also improved by evaluating the effect of surface-to-
surface heat radiation. Values of hc are obtained as follows.
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Table 2
Experimental sets for the cases considered, from Togari et al. [21].

Outlet size Air volume
of supply

Air supply
temperature

Momentum

Case a Natural convection, glass wall heated
Case b 250 mm � 74 mm 100 m3/h 13.8 �C 0.052 kg/s2

Case c 500 mm � 74 mm 150 m3/h 40.7 �C 0.053 kg/s2

Case d 250 mm � 74 mm 135 m3/h 12.1 �C 0.095 kg/s2
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1) For case a (natural convection), hc is 3.5, 2.3 and 4.6 W/m2 K at
the vertical walls, floor and ceiling, respectively.

2) For case b (low-level cool air supply), hc is 9.3 W/m2 K at the
floor and vertical walls in the lower zones affected by cool jet,
5.8 W/m2 K at other parts of the vertical walls affected by cool jet,
3.5 W/m2 K at other vertical walls, and 4.6 W/m2 K at the ceiling.

Interior air temperatures are used to verify and validate the
present work. Other sets of the experiments are assembled in Table 2.

4.2. Numerical determination

Quantitative work of the factor is necessary and it should be
able to correspond to the physical definition as Eq. (10). Turbulent
viscosity in Eq. (10) is really phenomenological and not measurable
as the molecular viscosity and it should be calculated from other
turbulent parameters that can be directly measured. Without direct
precision measurements of indoor air turbulence, the CFD method
can, however, provide the detailed information for the calculation
of cb. At present, the key task has been the evaluation of the
physical definition. In the case that CFD is validated to give reliable
prediction, it should be useful to give the cb values.
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For indoor airflows with turbulence attenuated in the core region
due to vertical thermal gradient in our present study, an improved
low-Reynolds RNG k–3 model together with an improved non-
equilibrium wall function (See Appendix B) are adopted. This RNG
model is endeavored to well represent the effect of indoor low-Re
flows due to vertical thermal gradient, and have been widely
validated through experimental and LES data. Pressure-velocity
coupling for the numerical solution is achieved by using the SIMPLE
algorithm [19]. The three-order QUICK differencing scheme [14] is
used to discretize the advection terms for Navier–Stokes equations,
the energy equations and the turbulent transport equations. Only
half of the chamber domain is modeled with a plane of symmetry
identified in the geometry (see Fig. 3). Grid-independent solution is
tested using different grid sizes. The final grid used is presented as
Fig. 5, whose boundary increment ratio is 1.5 with the first grid size
0.005 m and maximum space grid size 0.2 m.

From the CFD meshes, the heat transfer concerned can be
illustrated by Fig. 5 and the heat transfer factor expressed by
Eq. (10) is therefore derived as

cb ¼

1
n
Pn

k¼1

h
Dtd

d

�
lþ cpmt=Prt

�i
k

ðtiþ1 � tiÞ
(11)

where, Dtd/d is the local temperature gradient in the CFD; tiþ1 and ti

are zone or block temperatures derived by averaging at all related
nodes in the CFD (based on the zone depth). If the grid size is different
from the zone depth in the zonal model, interpolation should be used
to calculate the zone temperature. Eq. (11) is applied to the cases
Fig. 5. CFD meshes and the numerical determination of heat transfer factor cb.
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Fig. 8. Distribution of cb at four horizontal interfaces for Case b (cb calculated by Eq. (10)), (i) Horizontal interface plane at y ¼ 0.5 m, (ii) Horizontal interface plane at y ¼ 1.0 m,
(iii) Horizontal interface plane at y ¼ 1.5 m, (iv) Horizontal interface plane at y ¼ 2.0 m.
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where the meshes are uniform. When the meshes are non-uniform,
cb values can be averaged at each node through weighting by the
horizontal area of each cell at the interfaces. A user-defined function
is used to calculate the cb values at the CFD platform.

4.3. Results and comparisons

Predicted results of indoor thermal gradients by the BLOCK
model (with assumed value cb ¼ 2.3 W/m2 K, it is also calculated by
[21] and CFD, and their comparisons with the experimental data are
presented in Figs. 6 and 7. Figs. 6(i) and 7(i) give the temperature
distribution of experimental data by Togari et al. [21], for cases a and
b, respectively; Figs. 6(ii) and 7(ii) provide the predicted vertical
temperature distribution and airflows by BLOCK model; Figs. 6(iii)
and 7(iii) presents the indoor temperature distribution in the plane
of symmetry by the CFD. As Fig. 6 shown, indoor thermal gradient
for case a is driven by the heat flux from the glass wall heated and
the experimental data provided are the averaged temperature of
measuring points at the same level. As Fig. 7 shown, indoor thermal
gradient for case b is achieved by the low-level cool air supply in
the space and the temperature difference between air supply and
interior wall surfaces. See Figs. 6 and 7, the space is uniformly
divided into five zones for the calculation of zonal model. To verify
the assumed empirical values, BLOCK model is first resolved using
the generally assumed cb ¼ 2.3 W/m2 K to reproduce the thermal
gradient (See Figs. 6(ii) and 7(ii)), as the work by Togari et al. [21]. In
this situation, the CFD method represents well the thermal gradi-
ents and BLOCK model with the assumed value of cb provisionally
reproduces the experimental results. However, this general value of
cb was decided by attempts to reproduce the experimental data of
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vertical temperature profiles, but not theoretically and reasonably
decided. Therefore, it is still pendent with a guess value.

cb values at the four interfaces are thereafter calculated using Eq.
(11). Distribution of cb can be directly obtained and plotted on the CFD
platform. In case a, the value of cb is very uniform throughout the
horizontal interface and its mean value is 2.1–2.8 W/m2 K at different
levels specified, which is close to the assumed value. In case b, the
mean value is 2.7–3.7 W/m2 K. Fig. 8 presents the distribution of cb at
four horizontal interfaces for Case b, calculated by the CFD. The area-
weighted mean values can be obtained at four interfaces, which are
3.7, 3.4, 3.2 and 2.7 W/m2 K, respectively. Higher values are observed
at the interfaces near the level of air supply where turbulent diffusion
is significantly increased by the cool jet. Conversely, lower values
are found at the interfaces where turbulent thermal diffusion is lower
and thermally stratified flows dominate. The calculated cb reflects
that heat transfer between air layers is influenced by the turbulent
level of local airflow as described in Fig. 2. Values of cb for case b in
Fig. 8 are fed to BLOCK model, replacing the assumed cb¼ 2.3 W/m2 K,
to calculate the vertical temperatures. New results and their
comparisons with the experimental data are presented in Fig. 9 where
the vertical profiles of indoor air temperature are predicted by BLOCK
model using the assumed cb value and calculated value, respectively.
The heat transfer factor calculated produces similar results to those by
the assumed value. The assumed empirical value appears good
because it is decided by an attempt to keep the predicted results close
to experimental data and it is very close to real values. It is confirmed
that the present definition of cb is reasonable and its calculated values
are able to represent the heat transfer between adjacent air layers in
the BLOCK model.
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5. Further confirmation

Two other cases are considered to further validate the improved
model with the cb values calculated based on its definition. Exper-
imental data are obtained from Togari et al’s work [21]. In case c, hot
air of 40.7 �C and 150 m3/h is supplied at a lower inlet and returned
at a higher outlet, and air volume moves upward in the space with
a cold glass wall to produce a large thermal gradient. In case d, cool
air of 12.1 �C and 135 m3/h is supplied and returned at the lower part
of the space with a hot glass wall, air volume is settled in the lower
space to produce a significant indoor thermal gradient. Two cases
represent space heating and cooling in different seasons using air
conditioning, respectively.

Averaged values of cb at four levels for the two cases and the
predicted thermal gradients using these values are presented in
Fig. 10. Averaged values of cb are fed by the CFD and their differ-
ences are shown at the right vertical coordinates in Fig. 10. By
analyzing the trajectory of hot/cool jet, one can relate a higher value
of cb to a higher level of turbulence. It corresponds to the physical
definition of cb as Eq. (10). From the comparisons in Fig. 10, the
results of improved BLOCK model agree well with the measure-
ments. The heat transfer factor does successfully represent the
effective thermal diffusion in the airflows under thermal gradients
driven by space heating and cooling. It gives confidence to assess
the indoor thermal environment with occupied conditioning by
applying the settled model in the near future when a database for cb

(as that for convective coefficients along building walls) is
completed with the measurement of turbulence distribution or by
calculating tools, such as the CFD.
c b
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with experimental data from Togari et al’s work [21], (i) Case c, (ii) Case d.
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6. Conclusions

This study clarifies and explains the heat transfer factor between
air layers in the BLOCK model. The factor is now defined to represent
the heat transfer per unit area and temperature difference between
adjacent air layers due to the combined diffusion of laminar and
turbulent conduction. A theoretical equation is established based on
this definition. The CFD method is presently used to calculate the
values of the factor and verify the definition related to the local
mean turbulent level. The present definition is proved reasonable
based on the result that the values are capable of reproducing the
experimental data. The performance of the BLOCK model could
therefore be improved.

It is really pendent how to simply derive the values of this factor
when different indoor airflows are encountered. Actually, much
distinct values (relative difference may reach up to 600 times in
a single space) have been found in our other work. Much work
should be performed to assess the sensitivity of the predicted
results to the heat transfer factor, and to further establish a data-
base/expressions (just as the convection coefficients along walls
used in the program of building energy) responding to the indoor
airflows driven by the typical ways of air-conditioning, ventilating
and heating. It is not practical that one does a CFD simulation for
the calculation of BLOCK model every time. From this work, it is
expectable to use the CFD simulations or precision measurements
of indoor air turbulence to establish a database responding to varied
airflows and to guide the application of BLOCK model to actual
indoor thermal environment in the near future. However, turbulent
viscosity is phenomenological and not measurable as the molecular
viscosity, and should be evaluated from other turbulent parameters
that can be directly measured. Therefore, the CFD is presently
a simple method to produce a database of the heat transfer factor for
engineering applications.
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Appendix A. Derivation of Eqs. (1) and (2)

According to the boundary-layer theory in Eckert and Jackson
[8], as presented by Togari et al. [21], turbulent free convection
along flat plate can has the following velocity and temperature
profiles (1/7-law) in the boundary layer.
u
uN
¼
�

y
dt

�1=7�
1� y

dt

�4

(A1)

jt � swj
Dsw

¼
�

y
dt

�1=7

(A2)

where, u and t are the velocity and temperature in the boundary
layer, respectively; dt the thickness of thermal boundary layer; uN

and sw are the velocity in the main field and wall surface temper-
ature, respectively; Dsw is the temperature difference between air
in the main field and wall surface; y is the distance to wall surface.
To calculate the averaged temperature of air in the boundary layer
ta, the following method is used

ta ¼

Zdt

0

utdy

Zdt

0

udy

(A3)

Substitute Eqs. (A1) and (A2) into Eq. (A3), we have the
following for a layer i in the BLOCK model

ta;i ¼ 0:75ti þ 0:25sw;i (A4)

where, ti is the air temperature in layer i. Along the boundary layer,
a mass flow mout from layer i is driven by the heat convection at the
wall surface, then

cpmout;i
�
ta;i � ti

�
¼ hc;iAw;i

�
sw;i � ti

�
(A5)

where, hc is the convection coefficient; Aw is wall surface area.
Substitute Eq. (A4) into Eq. (A5), we have

mout;i ¼ 4:0hc;iAw;i=cp (A6)

Appendix B. Turbulence model and wall functions used
where, Gb and Gk are the generation of turbulence kinetic energy
due to buoyancy and mean velocity gradient, respectively. sk and ss

are the turbulent Prandtl numbers for k and 3, respectively (the
inverse effective Prandtl numbers from a, derived by the RNG
theory). mt and m are the turbulent and molecular viscosity,
respectively. r is the air density. h is defined by h ¼ Sk=3, and
S¼ (2SijSij)

0.5, Sij ¼ 0:5ðvui=vxj þ vuj=vxiÞ. Turbulent Reynolds Ret is
defined by rk2/m3. Flux Richardson number Ri ¼ �Gb=Gk Model
constants are dynamically derived by using the RNG theory.



Table B2. Hybrid non-equilibrium wall functions used in this work.

Near-wall temperature and velocity function
~Uþ ¼

(0:00477yþexpð30=yþÞ; y � 0:5yv
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m y
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Non-dimensional velocity, temperature, ~Uþ ¼ Uþ
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dp
dx

h yv
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p ln
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i)

Uþ ¼
upC1=4

m k1=2
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sw=r
; yþ ¼

yprC1=4
m k1=2

p

m

Model constants yþT zyþv ¼ 11:225; k ¼ 0:4187; E ¼ 9:793; Prt ¼ 0:85
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where, the subscript p denotes the point at the cell center
adjacent to wall. The subscript w denotes wall. yv is physical viscous
sublayer thickness. s is shear stress. Near-wall shear stress, k and 3

profile apply the two-layer conception to compute the budget
of turbulence kinetic energy at the wall-adjacent cells, which is
needed to solve the k equation at the wall-neighboring cells. The
wall-neighboring cells are largely assumed to consist of a viscous
sublayer and a fully turbulent layer except for 3, which is calculated
directly by 3p ¼ 0.476(kp)1.5/y when y < 0.5yv.
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